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1. Objectives of the moclule

This module allows first to understand what photogrammetry is, then to see the
techniques to achieve automatic or manual flights of drones for this activity and finally to
process the images to obtain 3D models and exploit them.

Basic level module for the use of drones in construction, considering that all the
knowledge set out here is essential.
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2. Principes of

photogranmmetry
2.1 History of photogrammetry

This old method was invented in France (Facade of the Hotel des Invalides for Aimé
Laussedatin1849), and is based on the principle of correlation of images acquired from
different points of view which allows the automatic recognition of homologous points.

Photogrammetry was industrialized between the two world wars, thanks to the
development of aerial photographs which made it possible to produce much more
accurate maps of entire areas or countries.

This work, very tedious, requires a considerable computing power. It is therefore quite
logical that professional applications have only been democratized in the last few years,
as the supercomputers formerly dedicated to this type of operation are much less
suitable than modern office computers which now incorporate the necessary
computing power.

< 3D model
from Google
% Maps obtained
7 by
hotogrammetry

(Lyon, France)

Figure 2-1google maps model (Google)

Drones facilitating the acquiisition of aerial photos or facades further accelerate the
development of photogrammetry.
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2.2 Whatis photogrammetry?

Photogrammetry is “All the techniques used to determine the shape, dimensions and
position in space of an object from photographs” (translated from the Larousse
dictionary). The 3D model thus created is an exact copy of the original objects (if

dimensional information is given), but on a computer screen.

Figure 2-2 example of 3D model (https./numerisation3a.construction)

If humans can see in 3 dimensions, it is because they have two eyes. Being able to see an
object simultaneously from two points of view gives us a three-dimensional appreciation
of it. This principle, called stereoscopy, is used in photogrammetry.

There are several invariant points belonging to a surface (whatever the movements of
the surface in space, these points always have the same coordinates in the object
frame) and several points of view whose 3D position in space is not known (successive
positions of the camera) but which "target" these points belonging to the surface.
Several "points of view" (successive camera positions) generate lines of sight passing

through the points identified on the surface.

From different
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Figure 2-3 independent photos of the same object (techno-science.net)

By successive iterations of the coefficients of the equations of the lines (ad hoc
software) we can calculate the coordinates X, Y Z of each point in the object frame.
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Relative orientation - Absolute orientation
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Fligure 2-4 relative and absolute orientation of photos by the software

Indeed, image correlation consists in the automatic recognition of homologous pixels on
a defined surface. The objective is then to determine the relative orientation of the
images (photos) from these points identified as homologous between these images.

Image analysis algorithms replace human vision by associating to any point of animage
A, a homologous point in animage B. At this stage, the computer algorithmically
proceeds to a stereoscopic reading of the scene to determine the relative positions of
each point. The muiltiplication of the process to a large number of points of view makes
the calculation of the position of each pixel more reliable by dividing the error while
increasing the extent of the 3D modelling. At this stage, we obtain a 3D model
homothetic to the real objects photographed. To obtain a digital copy of the real size of
the objects, itis necessary to give the software indications of measurements: Either
indications of distance between different points (after measurements on the ground or
by adding a ruler or a sight on the photos), or coordinates of topographic reference
points on the objects and on the photos.
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— On

Photogranametric shots

3.1 General principles

The following criteria must be met when taking pictures:

CAUTION: do the same when going UP: only 20% mare:

Constant focal length of the lens, no zoom for the same series of photos
processed together

Constant brightness of the photos: To avoid black shadows, it is better to shoot
on a cloudy, but not too dark, day (and without rain). Alternating sun/clouds are
bad, on sunny days it will be necessary to add photos in the shadow areas.

sharpness: To avoid motion blur, do not shoot on a high wind day, no more than
30 kph windspeed, depending of your drone’s stability. Particularly, when
shooting buildings, facades, or in sharp mountains, the wind turbulences can
shake the drone and give more motion blur.

precision: use the best definition of the image sensonr, 15 MP (mega pixel) is the
Minimum

Constant distance to the ground, facade or building, even in circular flight
Constant tilt of the camera for the flight, the group of images processed together

70% minimum overlap of the photos between them in all directions, 80% is
better, otherwise impossible to process

——

Move 20% horizontally for next picture

OVERLAP 80%

Move 20% vertically to next picture row

Flgure 5-1Horizontal and vertical overiapping

10
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- Maximum resolution of the camera, adapted to the level of detail sought: the remote
control generally indicates the size of a pixel on the ground depending on the altitude.
The pixel being the smallest detail of animage, this size in mm gives the size of the
smallest 3D detail visible on the model.

- As little compression as possible but the camera's own image enhancement
treatments can be kept (correction of lens aberrations, contrast and colour
enhancement, equalization of brightness differences). The tiff format is very good but
makes big files, the jpg loses some details but is correct to learn or make simple models
with mid-range files.

3.2 Manual Mode

The drone will be directly piloted from the control, by hand, but the photos can be taken
automatically.

Reminder:fill the “drone mission sheet” and perform a complete pre-flight check
(module 5: flight practise)

o Depending on the drone or camera an option of "time-lapse" shooting can be available,
which wiill take a picture every “x” seconds. Make a trial flight and then analyse the result
in overlapping to adjust the speed.

Too fast... not enough overlap... and risk of motion blur. Lower the inclination angle to adjust speed.

-»>

Too slow... lots of pictures, long time to process. Increase the inclination angle to adjust speed.

Flgure 5-2 wrong overlapping due to wrong time-lapse setting or speed

o If the GPS has a good reception, we can also set up a " GPS-lapse " which takes a picture
every " X" meters, to be adjusted to have a good overlap. Normally the distance is
calculated in 3D so it works also when going up.

o also ltis possible to program an automated "timelapse or GPS-lapse" photos and
analyse the result.

1



= t*'*i Co'funded by
(f//ﬁ the European Union DRONES4VET PROJECT

DRONESZVET

The flight will consist in making a complete coverage of the area with the necessary
overlaps.

See below the programmed flight for the possible trajectories, as it is the same principle.

Manual flight is requiired in facade photogrammetry, even if there are automatic
systems with programmed waypoints.

NB: in manual mode, a short test-flight is necessary to adjust the parameters of speed
and “xxx-lapse” of shooting to obtain the good overlap.

12
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3.3 Principle of land photogrammetry
with adrone

Fly over the place to be digitised in 3D and cover the entire zone with overlapping
pictures.

e best results with a grid flight
e pest results with a second flight with an angle on the camera and a grid flight

e fly far away from the perimeter to model to ensure good overlap at the edges.

Figure 8-8 Grid drone flight and overlapping photos for 3D ground photogrammetry

1 inthe example above black lines indicating the direction and position of each shot. The
taken picture is shown in a blue frame with its inclination. The arrows indicate the flight of
the drone, here a grid flight. Note:

e theoverlap of the pictures
e theconstantaltitude

e theregularity of the spacing
e theangle (about 10°) of the camera to the vertical

. Figure 5-4 photo sequence with good overiap and camera tilt

13
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In case of buildings, it is interesting to add more views of the fagades, such as a circular

flight:

Fligure 3-5 circular drone flight for 3D building photogrammetry

< an additional circular flight
helps to get a good model of
buildings or under trees.

Here only one altitude is
represented but it can be
interesting to fly several
altitudes.

14



R Co-funded by
(f//ﬁ the European Union DRONES4VET PROJECT

DRONESZVET

3.4 Positioning geolocation targets

In order to geolocate the model obtained, and/or to adjust its dimensions, it is essential to
position targets that are clearly visible on the photos. See mocdule 6 Geolocation.

Usually, the geolocation points or markers are defined by square or circular targets on a
wooden or metallic backing. For photos or videos taken at 20 m or 30 m height, targets
of 20 cm or 30 cm size (or diameter) are usually sufficient.

Howevern, at low flying heights, simple wooden stakes marked with fluorescent spray
can be sufficient.

The geolocation points or markers should, as far as possible, be as far apart as possible,
well distributed over the entire area to be modelled (periphery and central area if
possible). If these markers are not to appear in the model, it will be necessary to extend
the area to be worked on to put the markers on the outer periphery of the area to be
modelled.

e Atleast 4 targets (recommended number: at least 5 markers to have controls on
the quality of these points and to be able to eliminate those which are not very
reliable, the Metashape software recommends 10).

e Strongly static during the whole shooting period
e GNSSRTK surveys with centimetric accuracy

e Different numbers on the targets to recognise them quickly on the photographs.

Figure 5-6 ground geolocation target surveyed by GNSS

Flgure 3-7 ground geolocation target with number

15
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3.5 Dimensional targets or measures on
buildings

To calibrate (give the right dimensions) a model not geolocated by ground targets, itis
necessary:

- Either position on the building two graduated staffs (levelling staffs, for example), one
horizontally, the other vertically. Howevenr, these staffs will appear on the 3D model and
can be damaging to the aesthetics, they can be positioned at the edge and then removed
from the final frame.

- Or measure with a measuring tape a distance between two well identified and precise
elements to be able to transfer this measurement to the model later (between two
windows for example).

See in chapter “Processing”.

16
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3.6 Case of amodel completed with a
scan

If the photogrammetric model is needed together with a laser scan model, itis
interesting to have common targets for both models to ensure a good match.

In this case, the targets follow the specifications of the scan: at least 3, at different
heights on the walls.

If the drone is equiipped with an RTK GNSS receiver, then the accuracy for the point
cloud is enhanced, and its native geolocation makes it easier to register with a LIDAR
geolocated point cloud.

17
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3.7 Principles of facade photogrammetry
with a clrone.

There are few principles when facade is being surveyed:

e Stand10to 15 min front of a building facade, altitude 3m, fly facing the facade,
horizontal camera axis perpendicular to the facade

Building

Figure 53-8 traveling face to a building

o Flight path in horizontal translation perfectly parallel to the facade. Fly 20 to
30m.

Flgure 5-9 pictures of a building for fagade photogrammetry

e Goup vertically by 5m at the end of the facade
e Repeat apassage in the other direction, at 83m high

e _etc.

18
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Flgure 5-10 path for fagade photogrammetry
Pictures:

Manually : look in the display, use the grid to detect when you have move about 20%
away from the previous picture. Press the trigger. Move to the next frame 20% away,
press.. you must ensure 80% overlapping.

_._-._’

Move 20% horizontally for next picture

Fligure 5-11horizontal overiap

Hereisatip:

Memorise the position of the next picture: On next picture the middle of the beam is the edge
of the photo

Here the middle of the beam

Flgure 5-12 horizontal overlap tip

19
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The same technique is necessary for the vertical overlapping

Move 20% vertically to next picture row

Flgure 5-13 vertical overiap

Hereis atip, illustrated by a vertical overlap:

Memorise the position of the next picture: On next picture the planting border is the edge of
the photo

Here the planting border at the foot

Flgure 3-14 vertical overlap tjp

Automatically: use the time-lapse or the GPS-lapse as explained above.

NB: it is not a problem to have a big overlapping (95% for instance).

20
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3.8 Principles of entire building
photogranmetry:

By fagade after facade: Proceed fagade after fagade (Fig.3-15), the corners must have

been shot each time.

Flgure 5-15 path for ragade and 5D building capture

Itis necessary to “see” the connected facades.
A vertical shooting of the angles, 45° from the facades and facing the angles is very

interesting.

By circular flight:

.IIIII \

i
/

Flgure 3-16 circular flights for 8D building

On the lowest circle flight, the camera is horizontal, or even tilted up to “see” under
the balconies or outside walkways (in this case the brightness must be adjusted

to obtain good details in the shadow)

merged with the rest of the model

When going up, tilt down the camera to keep the building centred.

If trees are around the building, it can be necessary to make a close fagade flight
(see above). This flight will be processed apart from the rest of the pictures, then

21
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e Varying the diameter of the circles is not usually necessary and can mislead the
software, tying to match a close-up shoot with a photo from further away.

A circular flight is also useful around a mountain peak, or around a hill,

22
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4. Programmed flight

The drone is piloted by a software that will analyse the perimeter to be surveyed and
determine an ideal course while respecting the needs of covering the photos.

This flight is only applicable for a surface on the ground or a building in circular flight

e No photogrammetry of facade

® No photogrammetry of complex or high buildings

4.1 Programming principles

lllustrated with the software " PIX 4D Capture" whichis free and European.

e Choice of the drone and general settings

=t s & 78 000N -

Setfings Crore
W Deoce iy
() cam L
S ) Q ) - . Recommendation: do not
: = download the pictures from the
. O drone automatically : it drains

Yo battery; fills up the memory of
= the smartphone used with the
remote control and takes time.

Use directly the card of the drone.

Fligure 4-1Pix4DCapture settings

e Longitudinal and transverse photo overlap
e Dronespeed

e (Cameraangle

Settings

Normal Advanced

=
=
1§
o
£

'H Side overlap \.

W Drone speed
Fast

“

Fligure 4-2 Pix4DCapture overlap settings

23
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A first flight at a vertical angle downwards (90°) is essential.

Another flight at a different angle, for example 60°, can be added to capture vertical
details or under tall trees (you must be able to see under the foliage, the trunk must be
clear).

An overlap of 80% is normally sufficient, in both directions.

A fast speed can lead to a lack of detail if the light is low (heavy cloud cover) by spinning
effect because the aperture will be long (exposure time) and the diaphragm very open
(lack of depth of field so slight blur possible).

The lower the camera flies, the slower its speed must be to avoid blur.

Next screen: Type of flight

iPag = WAz T a7 -
L'+ setrnGs Dixio LOG ouT [

Flan new mission

Fligure 4-3 Pix4DCapture flight path selection

Grid flight: the program will select the path depending on your camera settings and
altitude to ensure a good overlap. It will set also the speed to ensure a good image quality.

For a good 3D model a double grid with a 80" down camera is requiired. Select “polygon” if
the area to survey is not rectangular, or to avoid flying over the public domain or
properties without permission.

Circular flight: recommended for a building, and even possibly several circles at different
heights and camera tilt.

24
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Next screen: position and shape of the flight mission

Touch and move the edges of the shape to define it

Touch the centre cross to move all the shape

GSD : GROUND Touch the bowed arrows to turn the shape

SAMPLING Beginning and end of the automated flight

DISTANCE =
resolution = size of

1 pixel on the
ground = the finest
detail you'll get at
the end (automatic). |

Position the grid on
the current GNSS
paosition.

Altitude: move with
finger up or down.,
Adjusts the GSD.

Center on GNSS ;
Center the map on Switch to map Grid size & Sl preject
the last grid position Flight time (battery is about 20" 1)

Figure 4-4 Pix4DCapture flight path setting on map

Always select an area larger than the part to be mapped to avoid missing overlaps on
the edges. CAUTION: if it is required to map an entire plot of land, this means that an
overflight authorization for the neighbouring plots is needed, and often also for the
public domain-it is a flight in specific category!

Altitude: be careful with the setting, the drone may hit an obstacle that would be higher
than its altitude, a manual test flight with location of the highest point may be
necessary. A too high altitude will give a less good resolution on the ground (GSD). Fly
between 20 and 30m. the program does not overfly obstacles: the altitude remains
constant. The altitude is measured only from the take-off point!

Flight time: check the flight time to avoid interrupting the automatic flight if the battery
runs out. The software usually resumes where it was interrupted. One can program 2
flights in a single grid to change the battery, the 2nd flight being rotated by 90° with
respect to the first, which in the end makes a double grid..

The GSD: Ground Sampling Distance. The size of 1 pixel of the photograph projected to
the ground. It depends on the altitude, the focal length, the camera sensor resolution and
size. The altitude can be adjusted, but remember that if there is relief, then the GSD will
change according to the height of the drone above the ground or construction. The GSD
is the smallest detail you'll get on your final model (if the processing keeps the precision...)

25
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Next screen: Check list ancl start

@ PRESS AND HOLD (3 S) TO TAKEOFF

DRONE TAKEOFF CHECKLIST

.. follow instructions...

Next screen: drone flight

Map view or camera

view

Position of the
along its path

Photo position

drone

—

In mission...

64x59 m
Iminc30s

ABORT

DRONES4VET PROJECT

ABORT: stops the drone (standstill)
“g0 home”: tap to come back and land

“start”: resume the mission

Drone hattery level

Flight parameters,
telemetry (tap  drone
battery icon)

Remote control battery

Number of GNSS satellites
received by the drone (6
minimum to take off)

Available space on drone
SD card

Speed of the drone
Altitude of the drone

Distance between take off
point and the drone

Figure 4-5 Pix4DCapture mission display while the drone is flying

Next screen: images download

Check the quality of the pictures by selecting some of them. If there is blur or, not
enough detail, change the parameters and relaunch the mission.

It is recommended not to download the pictures from the drone: it drains battery and
fills up the memory of the smartphone used with the remote control. Choose it on the

first screen.

It is possible to secure the images by uploading them in the cloud.

26
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5. Processing
5.1 Example software: Agisoft Metashape

There are many photogrammetry software such as: PIX4DMapper, Meshroom, Recap
pro, 3DF Zephyr, The overall operation of these programs is very similar.

Here are the steps for the processing: the steps, sometimes hidden in other software,

are clearly visible and progressive.

5.2 Loading pictures

Menu workflow: Add photos (select the photos one by one or by list)
or Add afolder... (better option to acld all the photos taken by the drone and pre-

selectedin afolder) (select « single camera »)
Note:itis possible to sample a video (with specific software) to extract photos.

A “shunk” (as named in Metashape) is a group of photos processed together

show basemap :

displays a geolocalised map

(or satellite view)

m : Z (ejale - = show cameras :
Mode! | Oriba
PSR X! show points where a photo is
taken (uses picture
seE s tB rr it T e n s : :
Sih-—tatEelig e e SN georeferencing stored in
x e e R (R
. P g S EXIF)
Somid G migisn 6 X0 S Right-clic on photo / estimate image
EETER e et e o quality
2 Analyze Pho
__.l’ Banarae: ] Doer St st conirbesers () Fricangelare
. Apply to
SRR R E B E R EE R E BN s uitplt
SAOLY BLUGIAR PIANMAT PLAENAL PALMAS BLLATIE BIMST SO DI PLAIEA PUASCIST BIAENIG! PlaTey P
i I e OB O W AR W W O m am ™ = BT
Mhaken  lobw
select all cameras

Wadanwe  Anlernsse

Will permit to delete bad photos

(definition, blur...)

- Select “details” and eliminate photos
with quali:[y <0.5

_(_Ri_ght—click — disable camera)

Prase
()

b s a
Linted Hre Aligneid
W P1440143  HOG3455

Figure 5-1Metashape loaded pictures

27
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5.3 Align photos

At this stage, the software looks for common points between the

photos, finds the relative positions and orientation of the photosfl'"":j,

Actuiracy: High
in order to build a sparse point cloud model. e e
Menu workflow : Align photos... > et
Key paint Himit: 40,000
. . . The point limit: 4,000
High quality is good for the rest of the process, but takes Ao A |
J Exclude stationary tie points
alongtime Gulded mape matching
J Adaptive camvera mode fitting
[0 1 G |

i

Processing in progress...
Detecting polnts...

52% done, 00:00:45 elapsad, 00:00:40 left
Owerall progress:
=
Details
[GPU] photo 112 40000 points

[GPU] photo 113: 40000 points
[GPU] phota 114: 40000 points

Fligure 5-2 Metashape aligned photos with heights and lines of sight

This first step is essential to begin the process, itis the heart of photogrammetry.
The photo alignment uses different parameters to proceed:

e Photo numbering: usually a number “x” photo is next to the number “x-1" so they
should overlap.

e Geolocation: the drone records for each photo a Geographic position (lat, long.,
height) even if it is not very accurate, it helps because from one photo to the
othenr, the relative accuracy is good. It is much better with an RTK drone
(centimetric accuracy)

e Point matching: this the heart of the process, the software recognises shapes,
colours, contours that match (minimum 4 similitudes) and computes the relative
position of the camera for two photos, then for 3, etc.

28
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5.4 Creating apointcloud s

© General

Based on the positions of the photos, the program calculates Q_mr:am =
the depth of the points of each photo to combine them into a “E”"r‘{""e""ﬂw . L
single dense point cloud. -/ Calculate point colors

J Caloulate point confidence
Menu workflow : build dense cloudl... oK

PR B Wew  Wodew Moo e Owe Tooe  fiEm

S NE | W L1, e o e LA B AR

T mwE, 194,240 poitz) 1]

To switch
on/off the
pictures

PO

Figure 5-3 Metashape dense point cloud

Down: On this display some places are white: no pointis present here, it's a “hole “in the
point cloud.

e Under roof overhang
e Undertrees
e |nadarkshadow

e Onahidden (from cameras) side

Each pointis coloured according to its original place in the photograph.

Flgure 5-4 Metashape point cloud with white gaps where no point was built
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i Dense Cloud

This point cloud scan
is not very good for
trees and facades
details, but sufficient
for the ground,
terrace, small walls
and roofs.

Enough to draw the
plan, obtain
dimensions, ground
relief, prepare a
project.

Co-funded by
the European Union

DRONES4VET PROJECT

By selecting “dense cloud confidence” check the quality
The scale is on the bottom right: || 100% confidence,
B cdium, and il bad confidence !

Figure 5-5 Metashape point cloud confidence

Camera overlap check: to be sure the points will be defined by a sufficient number of
overlapsin the area to survey, click in the menu “tools // survey statistics”

Figure 5-6 Metashape overlap map

In the blue colounr, the points are
presentin more than 9 photos, it
Mmakes it easier to the software to
create the 3D model.

If the area of the land or object to be
modelled is entirely covered by the
blue colour thenitis OK, it is still good
downto 5 photos

If not, some pictures should be added.
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5.5 Scaling and georeferencing a point
cloud

Itis very important to scale the point cloud: no plan, no measure, no insertion in another
projectis possible without that.

There are 2 methods:

e By coordinates: some points have been surveyed with a GNSS or a linked total
station, at least 4, but better with more, and we find them on the photos, set a
marker on them, and match the point cloud to these markers surveyed
coordinates. The advantage is that at the same time the point cloud is accurately
localised.

e By measured distances: on the worksite the distance between marked or
remarkable points is measured and reported in the model. This solution doesn’t
accurately locate the point cloud, the accuracy is still the one of the photos, so the
one of the drone’s GNSS.

Control of the coordinate system of the photos

The photos have been georeferenced by the drone, but without RTK, the accuracy is
metric: not good for scaling and linking to a legal coordinate

Eile  Edit View Wondlow Model Photo

system.
: ﬁ — E @ ZoomIn Ctr++ Ir
NB: example with the French legal system: RGFO3. Worspace ) ZoemOut  Cirls- = )
BRSbE o ResetView 0O
Display the “reference” window with View // Reference U5 Workspace {1 ¢ Capuure View
then tab “reference” down the workspace window. e e PN
@ Timeline

e -|dentifyin which coordinate system the photos are

&= Animation

referenced
. . . Properties
Usually, itis the international WGS84 system, used by the —_—
GNSS of the drone,  Console
T Jobs
Eite Edit Yiew to Qriha Iools Help P o
— convert . N T T
fa =) o e oW S| ee” fad full Sereen F11

teference

EEE B+0 BERN
Cameras Longitude L
J I P1410147 2702643 42662248 12923045
J I Pz20ig2 2702644 42662248 129.3761€

% Model  Ortho

Pergpective 2309

Reference Sett

J M PIA0M3 2700652 42662250 1298112 Coordinate System Figure 5-7 Metashape references displaying
J W P1420144  D70X064 42662374 15078197 WS B4 (EPSG::4326) choice
iy 170 a0 tsnar J/ | Carin reRurence
Varkers  Fasting (m) Morthing (v Altitude (m]  Accu WG5 B4 (EPSG::4326)
B pol. 2701061 42661985 175596760 0,00 7/ Marker reference
iotal Error RGF23 f CC43 (EPSG::3943)
Control p... Rotation angles:
Check poi..
Measurement Accuracy
(= R SRty P 1D
Scale Bars Distance (m  Accuracy (1 Ervor (m) Camera accuracy (deg): 10
bkl vy Marker accuracy (m):  0.005

Contol scale bars Scale bar accuracy (m):  0.001

T herk srale harg

Figure 5-8 Metashape coordinate system setting and converting
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(EPSG = European Petroleum Survey Group, codes all the euro systems, see module geolocation)

- If the photos are not in the same coordinate system as the references, you have to
convert the photos in the system of the references with the commmand Convert.

DRONES4VET PROJECT

Example: the control shows that the coordinates are WGS84, but the references/details

are expressed in RGF93

Select the arrival system : the system you want to geolocate your point cloud in, the

system in which your points coordinates are.

Convert Refere

Coordinate System Reference el

RGF93 / CC43 (EPSG::3943) 3 EEE BEx0 ERER
Rotation angles: Yaw, Pitch, Roll - e Easting (m) Northing (7 Altitude
Items </ B P1410141 1675622.54... 216232540.. 129.2305
/' Cameras /' Markers J W p1aa0142 167562262, 216252542, 129.37620
J B p1430143 1675623.27.., 216252562, 129.8112%
J W P1440144 T675648.93.. 216253634, 15078106
. B naasnias AeFEEaneT  aieicaaan  acoaancs

result: e SRR

Markers Easting (m) Morthing (i Altitude {m] Accu
Figure 5-9 cameras focal point in the new coordinate system o

e |mportthe references from a CSV file: name, easting, northing, elevation,

A B Cc D
1 1675604.889 2162482.927 122.820
2 1675530.730 2162457.044 123.990
3 1675604.861 2162472.851 122.800
4 1675623.422 2162525.086 122.570
5 1675629.056 2162494.879 122,610

WU W N =

Figure 5-10 Excel CSV file containing the references names (A) and coordinates (B, C D)

import ”ff P e & X

Cameras. Easting (m) MNorthing (m  Altitude
J/ B P1410141 167562254, 2162525.40... 129350:{' Figure &-11importation icon
J | P1420142 167562262, 216252542, 1293762(
J W P1430142  167562327.. 216252562 1298112°
J W P1430144  167564893.. 2162539.34.. 1S07B19¢
Bt 676057 21662000 _scnanc
Markore Fastina fm1  Narthina (e Altituda fm® Aren
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Import C¢
Coordinate System
RGFS3 / CC43 {(BPSG1:3543)
Rotation angles: Yawi, Pitch, Roll
Tgnore labels Threshotd (m}:
Delimiter Columns
Tab Label: 1 Acouracy J/  Rotation Accuracy
9. cieioy Easting: 2 -} Yaw! 5
Comma -
Spare Northing: 3 8 Plich: &
oaher: Altitude: 4 i Ratl: 7
Combine consecitive delimiters Enabled flag: 11/
Start Import akrow: | 1 - Items: Al
First 20 lines preview:
. Label Easting TéorThing Altitide Yaw Picn Rell
i 1675604889 2162482027 122830
a2 1675530730 2162457044 12359
SR 1675604851 2162472851  122.B00
4 4 1673623422 2162525.086 122570
Bl 5 1675620056 2162494879 122610
Figure 5-12 reference list loaded rfor import
= Reference g X
B =ElE B*x0 EREE
isoft Metasha . .
A = Cameras Easting (m) Northing ( Alttude
. Can't find match for '1' entry. Create
new marker? /| W P1570360 1675637.00.. 216252946, 14947795
/| H P157 T 03.. 21 125, 148 3
vesto ] o Joto Al e TR, e
+/ | M P1570358 1675647.97.. 2162528.97.. 149.8468C
/| B P1560357 1675648.70... 2162539.59., 140.54887
= ni:ﬁiiﬁ 1RTSAAI AN F1/2539A7 148 29R37"

v/ M5 1675629.05..

216249487

122610000 00

Markers ~ Easting (m) MNorthing (v Altitude (m’ ml

v s 1675623.42...

v M3 1675604.86... 2162472.85...
M2 1675530.73... 2162457.04...

2162525.08...

122.570000 0.0
122800000 0.0C
123.980000  0.0C

127 830000 O

Figure 5-13 markers created after import of references

Tab "yes to all’ and the software will create markers with the name of the references.

The points appear on the dense cloud:

Example below presents the work that is not very professional. The references are
angles or natural landmarks/spots and not targets as previously mentioned. They

are not exactly in the right place.
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Fligure 5-14 markers created on the point cloud

The photos containing a marker are identified by a flag:

points:’ 23$

Photos
] 0 - _
- = ‘ Photos containing a marker
P1500254 1440145

P1450172 P1560336 P1550335 P1560349 P1470194 P1
Figure 5-15 photos containing markers identified by a flag

Note: Right-click on the number of amarker .
(inthe reference tab or onitself) to display iy e mmg

J M5 MTS62905. 216248487 122610000 0.

only the photos in which this markeris s ‘f"“‘z R e ol
- ) ndduaher
present. Sk s e
_ @ Erabie Markers = ]
::: ® Dissbie Markes BRI 3 My i
vy, Mo Mak /
T s
Remove Projections o iy T e

Dlnlm

v [ -
o &= Jils PO D
Werkspace. Bl | en Setecrion
et W Herame..
: ® Showiné
Spiert a shape i i
B PreTIIN R0z PiAanz DA 28
ncreck
Moty
Chia.

Pragnanr e Il PLARIG

Flgure 5-16 auto-select photos with a specific marker
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To redisplay all the photos, click on the binocular (reset filter).

RN Co-funded by
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Double click on one photo and reposition each marker to its precise position directly in

the photo.

i L B B ERC SRR = B B A At
[ Model Oetho P1470194 2

TR el LT B G

=

——
l E Marker not
i ] i
= on its nlace

& x Ak OB

Marker at
its correct
pasition

| A e A =

Fligure 5-17 markers positioning

On a first photo, select a marker (by clicking on it) and place it on the identified
reference (cross, paint mark, ..). Then check on 2 or 3 photos containing the same
markenr, the good positioning of the marken.

Note: Don't forget to place targets ( ) on the ground !

e Thescaling points that are to be used for the scaling calculation of the point cloud

should be checked and those (usually less reliable) that are just to be used as
control points should be unchecked.
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e Once the points have been repositioned and ] i U P y
the scaling points checked, the calculation that i -
transforms the point cloud to fit the reference B e S EREER

H e

" a Fi .i .
points must be launched. Cameras Update Transform jorthing (m

+/ M P1570360 1675637.00... 216252946... 1
+/ B P1570359 1675642.03... 2162529.25... 1
+/ B P1570358 1675647.97... 2162528.97... 1

+/ M P1560357 1675648.70... 2162539.59... 1
./ B D15aN35A 1A75A4280 216253082 1
- IR

Markers - Easting (m) Northing (m Altitude (
v M4 1675623.42... 2162525.08... 12257000
v M3 1675604.86... 2162472.85... 122.80000
v W2 1675530.73... 2162457.04... 123.99000
v ™ 1675604.88... 2162482.92... 122.82000

Flgure 5-18 launch transrormation calculation

The quality control of the transformation and the points used should be monitored to
adjust the points used if necessary.

If the errors seem to be consistent for the reference points used, it is possible to
proceed to the next step.

Reference = X

EEE * O E 8% Slide the references coonrdinates to visualise the
Cameras Easting (m) Nerthing (v Aliitude | results of the transformation: here only 2.78cm
</ M P1570360 1675637.00... 2162529.46.. 149.4779% aver\age erronr - aooeptab|e_

+/ M P1570359 1675642.03... 2162529.25... 149.6844%

</ ™ P1570358 1675647.97... 2162528.97... 149.8468( !

</ M P1560357 1675648.70... 2162539.59.. 14954887 ‘

./ BB p15AN3ISA 1AR7S5ARAZ AN 21A2530 A2 140 20235

\
|
m. Accuracy (m Error (m) Projections  Error (pix)

) 0.005000 0.020887 2 5.871
) 0.005000 0.029975 3 3334
) 0.005000 0035182 3 1.695
) 0.005000 0021812 2 8.064
) 0.005000 0.028234 2 4.543

0027732 4.850

Fligure 5-19 relative positioning errors on markers arter transrormation
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Flgure 5-20 point cloud accurately scaled and geolocated
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5.6 Scaling of the point cloud by
dimensional markers

This scales the point cloud but does not geolocates it.
Mainly used for buildings (or objects).

For this work, one or more dimensional references are needed: measure some items on
the building.

Fligure 5-21dimensions measured on a door
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Method: Metashape Scale bars

Double-click on a photo down the screen to display it in the centre, right-click: Choose:
Add marker

B, Add Marker

Place Marker ’

Clear Markers

Set Drawing Plane

Reset Dmwing Plans

Capture View

e Position on the concerned photos the markers (Point 1, Point 2..) corresponding
to the known distances and if necessary reposition them on other photos, until
the correct positioning of these.

= ional = o b4
Position a rmarker at one end of a

measured item. M e —
pscozss@ | Position a marker at the other
EEEEPEE L ® O\ end of a measured item.

Caenérat X fm) ¥ e Y
O [¥ pscozr7a
0 [® pscenrs
8 pscanre
0 @ oscomn
[ [ pscoame
1 ¥ pscem
0 & esceiz
O [ esceizr

T[S neonaass X
< >

Reperes Kim) ¥ {ml Z{m)
O B point2  -T009131 330298 6301
O B point1  -9387291 333168 -5
Erreur totale
Puoints de con...
Paints de veri..

< »

Barres d'échalle Distanceim)  Pr] |Photos & x
Erreur totale QX TS @D s N

Borres d"échelle de contréle

Barres o échelle de vérification
DICOE 54 D5CO2155 DiCOzI56 Dscozais? 502158 DsCo02159

Espace de travall  Référence

AR ITHY 2% W

Flgure 5-22 markers on a photo
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e Select using the Ctrl key the Reference tab, select the 2 markers concerned by a

known distance.

had Zter-Barre Ech 0K gualté moy Clovis Facade@Rue.psx — Agisoft Metashape Professicnal
Fichizr Editer Vue Traitements Modéle Fhoto Orhe  Cutls  Aide
Bl oo [RE-p-d-Ard X QS5 BBl -%0
Référence q X Modéde Crtho
EEE =0 BEEH % repactivs a0
Cameéraz xim) ¥ iml Z(m) Précicion (m)  ~
[ |%] pscoziso
[ [ nscozise
[ [%] pscoerss
[ %] pscozise
O = oscoarar
[ [ pscozise
[ [= nscoeiss
[ ¥ pscozise
1 @ nernnites i o ST R RIS TSR ST
< »
= = I'% Add Marker 0
Hlm) ¥ il Zim) Précision (m)  ~ [
14255538 “3AB4505 -8.684467 0005000
13107124 504525 -0.580460 0005000 ¥ @ Enable Markers
13210447 -3.475063 -3.540417 0005000 i
TA09131 -3.301208 -5.301832 0005000 - Dl L
0387291 -3.330165 5086764 0.005000 Move Markers
-6.350335 -4.005417 -5.863207 £.005000
e s * Remove Markers
Points de con... Remove Projections
Dt da i ¥ 139,511 prirks I
z 2 |& Filter Photos by Markers

Fligure 5-23 scaling jpoints selected

Invert Selection ]
L] Rename...

€ @ Show Info..

Check
Uncheck
Meodify...

Clear...

Fligure 5-24 contextual menu to create a scale bar

e By right-click on one selected point, display the contextual menu and select:

“create a scale bar”,

e Double-click in the distance box after
the newly created scale bar and enter
its known length in meters.

Do so with all lengths measured on the
worksite.

[}
Scale Bars Distance (m)  Accuracy (m}  Error (m)

I point 1_point 2
Total Error /

7
Set the distance in the entry box

Figure 5-25 dlistance setting
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X iREEN-€-E-%
F X Modde Ortho

- Update the transformationto

take into account the created i e e
scale bar. |OE osconso
|0 [® pscozise
O (& opscoziss
O [ pscoa1s6 i
[ [® pscozis7 LR
[ [ oscoz1s8 :
O = pscoerse
O [ oscoaren
: O e "
Nota: As for the reference points, g L L) Zm - Préckion (m),
1% points 14255688 3464505 -5.594467 0.005000
the checked scale bars are taken 1P points 13197124 1504525 9568460 0,005000
. 1P point4  13.210447 ~3.475068 ~9,540417 0.005000
into account for the (1P point2  -7.109131 -3.301208 -6.301832 0005000
. . i 1 point1  -5.387291 -3.330166 -5.986764 0005000
transformation calculations, while R ,';,.,.t; 49360305 4905417 5963207 3005000
the unchecked ones are used only "T,“";";“"
as a control e __ V| 1351 ponts
" Scak Bars Distance (m)  Accuracy (mj || Error (m) | —
£ point 4_point & 1,980000 0.001000 -0.004681
| point4_point 5 1.070000 0001000 -0.005708 =
£l point 1_point 3 1.785000 0001000 -0.042893
e Verify the quality of the SEvp 2000 . i
transformation by checking Arsedahwiedocnnit > coosses
Barres d'échelle de vérification 0.042833

the values of the errors
resulting of the
transformation.

€
Espace de travall Référence

Flgure 5-26 accuracy check arter transformation ofr the point cloud

Check the scaling

Once the scaling is done, never mind the method, it is possible to measure the distances
between different points with the Ruler command \

File Edit View Workflow Model Photo LQrﬂ'lo Tools Help
‘e H r - {e] ©

Reference =l Model Ortho PL4S
e e E= wm . om B mm oEs oms Ruler

(space key to delete).

Figure 5-27 manual dimensional check after transformation of the point cloud
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6. Obtaining a simple meshor

mesh with textures
6.1 Elaborating a 3D mesh

This step allows to create polygonal surfaces from the dense cloud.

Itis then possible to visualize the modelling with different display modes (Shaded, Solid,

wired).

Menu workflow : build mesh...

Build Mesh X

General

Source data: Dense cloud

Surface type: Arbitrary (3D)

Quality:

Face count: Medium (1,600,000
Advanced

Interpolation: Enabled (default)

Depth fitering:

Point classes: Al

/' Calculate vertex colors
Use strict volumetric masks

Reuse depth maps

Using “arbitrary” creates a usual 3D mesh with faces
allaround the objects; “height field” is a surface
coming up vertically, better for terrains, planar
surfaces, landscapes, heap volume in a quarry.. it uses
less memory and power from the computer.

Face account depends on processing capabilities of
computer used, the expected result, and the capacity
of the computer of your customer to visualise the
mesh...

Interpolation lowers the number and the size of holes
in the model, if disabled, all holes stay and have to be
post-processed. Extrapolation fills all holes, but

sometimes it generates a false geometry, it can be post-processed also.

Click to select the mesh view

\ Tscie Hap Side: The
- IR T e BB Aol B mesh with
“ vods (Gthe e % highface

- count

Flgure 6-1mesh made with 'high' face count
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Down:The mesh with medium face count

Model it PLASGERE X

DRONES4VET PROJECT

Flgure 6-2 mesh made with ‘'medium’ face count

NB: the highest the alignment, the better the mesh.
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With the icon *mesh view one can see
e The mesh without colours “solid view”
Fligure 6-8 mesh in solid view
e The wireframe of the mesh
..éw&;.ﬁh-
e
Flgure 6-4 mesh in wireframe view
e The confidence of mesh, hereitis not very good:
blue=100%,
green=not so bad,
red=lbad

Flgure 6-5 confidence of the mesh
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6.2 Creating atexture onthe mesh

Precaution: if the photos are not uniform in brightness or colounr, use “tools // calibrate
colour” and the software will perform a standardisation of colours to obtain a better
texture.

Calibrate Col

Parameters
Source data: Model

Calbrate white balance
ok | cance |
Figure 6-6 colour calibration of photos before creating a texture
This step allows to choose and apply the parameters for creating the textures (from the

photos) that will be applied to the 3D model in the next step. A good texture allows to
obtain a much better visual quality of the final model.

Workflow: build texture...

Build Textu X . .
| Diffuse map”is the normal texturing mode
General . f .
et Diffuse map (*normal” calculates illumination for post
Source data: Images processing and “occlusion” applies shades
Mapping mode: Orthophoto from backgr‘ound)
Blending mode: Mosaic (default) Source from images is the most accurate
Texture size/count: 4096 x|(1
Advanced Mapping “orthophoto” places the colours for
Vanc
Enable hole filing ortho view, and “adaptive orthophoto” places
Enable ghosting fiiter colours with a better accuracy on vertical
Transfer texture objects (better for facades or cliffs)
Blending “average” uses the colours of the

better defined point from the photos.

Flgure 6-7 build texture processing menu

Filling the holes gives a blank-free result, but spreads out the texture as much as
possible.

Enable ghosting filter eliminates moving objects that are unclear or not presentin all
pictures.

NB: apply a single image as texture can make a funny effect if you give another photo
than the one of the place to model...
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Flgure 6-8 textured mesh

Textured
model

Note the
details like the
pavement,
the edges of
the low walls;
but still not
perfect.
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6.3 Generating a tilec mocdiel

A tiled model allows to store models of large areas or very fine models of small areas:
the details are shown only when zooming in.

. i Build Tiled M¢ X
Menu process : build a tiled model I
Source data: Depth maps M
3 edi -
Depth maps are usually chosen and stored, @™ pedhn
) . Pixel size (m): 0.00813882
densecloudisanalternative 4. 4. 256 .
. . . Face count per Mpx: Medium -
Set quality and pixel size (here default values)

- Advanced

If the tile size is small, the faster the By iz Mid N

Transfer model texture

visualisation !
/' Enable ghosting fitter

Other options are default ~  Reusedepthmaps
Merge tied model

0K Cancel

Figure 6-9 tiled model processing menu

The tiled modelis very realistic:

{ Model Ortho PI480232

Flgure 6-10 tiled model view
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The pavement is photo-like, so as the low walls but Iook at the angle of the house... not
correct!
Inside the covered terrace notice the stretched photos of the “*hole filling” option.

The whole model, with the markers, still at the same right place: the mesh didn't modify
the geometry or geolocation.

Model  Orthe 1430232 <

Fligure 6-11whole tiled model - note the marker's position still right

Let's have alook at some details...

The poolis surrounded by a
Wire fence... it has disappeared,
But can be seen on the wall side

And the pool-house side

Flgure 6-12 tiled model defaults on the pool's wire fence
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& Theroof gutteris not
| straight,soasthe
garage door

The tree trunkis
absent

The structures of
 thecarporthaveno
A posts.

Flgure 6-13 tiled model defaults

Cause: no (good) photo to define them = need mode pictures, for example by a circular
flight around the houses, then merge the chunks and re-build the mesh.
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7. Obtaining an orthophoto or
orthomosaic

This step creates a 2D image of the model obtained by orthogonal projection of the

mesh on a flat or developable surface.

NB: all errors or holes in the mesh will be seen on the orthomosaic, itis just a

projection.

Menu process : Build an orthomosaic

Build Orthomos

* Projection

Type: ® Geographic Planar Cylindrical

RGFO3 / CC43 (EPSG3943)

Parameters
Surface: Mesh

Biending mode: Mosaic {defaut)
Refne seamines
/' Enable hok filng
/' Enable ghosting fiter
Enable back-face culing
®  Picel size {m): 0008136827
Metre.. 0.00813827
Max. dimension (px): <056
Region
Setup boundares:

Total size {pix): *

Lok | Concel |

Figure 7-10rthomosaic processing menu

Hereitis aland, so the projection is geographic, in
the legal system of the country. If it was a fagade,
chose “planar” and set 3 points on the fagade to
project it on the plan they define.

Please use all default values

Enable ghosting filter is not in the default

A region can be defined not to generate an
orthophoto of the whole model.
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Phntons
Fligure 7-2 orthomosaic result

In order to assure correct scaling please check the dimensions of some objects.

Additionally, the above can be achieved by comparing some coordinates obtained by a
classical instruments survey.
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—. 38.Createadigitalelevation
modlel

This step creates a “25D plan view” with elevations stored in a related regular grid.

Two Kind of results can be obtained:

e The DSM:digital surface model = all the points of the model with their elevation
related to the surface of the earth. Everything is on the DSM: vegetation, buildings,
fences... plus the ground.

e The DTM:digital terrain model = only the ground =it has to be filtered by a
previous operation on the mesh: classification of the mesh. This operation will
make “automatically” the difference between the ground, trees, buildings...and
then the ground can be filtered to obtain only the 25D terrain, the DTM.

Build aDSM
Menu workflow : build DEM...

Build DE X
Projection
Type: Geographic Planar Cyiindrical
RGFE3 / 0C43 (EPSG::3943) Use a planar projection to set a “zero” reference
different from the geographic elevation.
Parameters
Z"“E et Dense coud Dense cloud is the recommended source
ual .
Interpolation: Enabled (default)
Point classes: Al
Advanced For the DSM enable interpolation
Region
Setup boundaries: 1675478.480 - | 1675701.569 X
Reset 2162409.121 - | 2162590.036 Y
Resolution (m): 0.0325553 The resolution of the elevation grid is automatic,
Total sz (pix): 6853 X(5557 but it is possible to reduce the area to be treated

Figure 8-1DEM processing menu
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rHe2 . aat e apFgP Result: without
precaution onthe
dense cloud edges

View the result on the
“ortho” display

Here the interpolation
work made
aberrations on the
edges.

Our dense cloud was
bad on the edges, let’'s
cutitout!

Fligure -2 DEM result

Cutting the dense cloud
The dense cloud must be limited to the place to model and the good points:
Display the face view, and the dense cloud

Turn the cloud to
443HOOPrE place one side
parallel to the
window (stay in the
XY plane view, don't
go 3D)

Use the rectangle
selection

Click “delete”

Go backtothe
arrow move and
repeat with all sides

Figure 8-3 dense cloud cutting in plane view
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Figure 8-4 dense cloud cutting in elevation (side) view

Record project to finalise.

The point cloud now only contains the
plot to compute, good points.

Repeat the operation: Menu workflow : build DEM...

Model | Criho

(ET] |nl

130m

121 ml

153m

Figure §-6 DEM limited to the worksite

DRONES4VET PROJECT

do it on the side also, with a X,Z orY,Z view

S 2 oEOVYTER

Flgure 8-5 dense cloud limited to the worksite

the previous DEMis replaced

There are stillincoherencies
at one edge but now the
colour scale is correct

Note the roof of the highest
construction in different
colours

Note the edges of the DEM are still large: the model always extends to the limit of the

photos. photos should be cropped...
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Builcd a DTM: classification first

Before processing to the “build DEM” it is mandatory to classify the point cloud.

This operation will attach each point to a category: ground, vegetation, buildings... then it
will be possible to create a new DEM with only the ground to obtain a proper Digital
Terrain Model.

Menu tools : dense cloud classify ground points...

Classify Ground Points w  Tryfirst with the default values:
Classes The15°angle is ok for soft slopes, if the slopes
From: Any dass are highenr, place a higher angle, or if there are
To: Ground + Low Paints rocks on the ground or cliffs. This angleis a

test between two points to classify.

Parameters

BN 50 I Max distance is the vertical maximal variation
between 2 close points: eliminates walls,
Max distance (m): 1 trunks...
Cell si : 40 \ . .
slsz= A cell contains no ground point, place it large
Erosion radius {m): 0

The erosion radius is a distance to exclude
point at the basis of hon-ground point, it
eliminates their “stump”.
Flgure 8-7 dense cloud classification menu

Make tests to obtain the right DTM.

Display the result with the toolbar.

o iG-S I BORL Mol B
The ground class is coloured in TS s » e

bI"OWh :it Dense Cloud Confidence

Change the settings, and try again if
not correct: below figure pictures
the result of the “Im max distance™
walls measure up to 1m high.

Flgure 8-8 dense cloud ground class points
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Flgure 8-9 dense cloud ground class points seen close ! walls are in the wrong class because of the "Im max distance’ set

Next try with O.1m of max distance
and Om erosion radius:

The walls are totally removed, but not
all the little vegetation

Co-funded by
the European Union

Menu workflow : builcd DEM...

Click “select” next to “point classes” and select

only “ground”

Interpolation is enabled

DRONES4VET PROJECT

Buld DEM

© Frasecson
Troe: ¥ Guogahic Flanar

RGFY3 [ CC43 FPSG:i1940)

Poameizs

Source cata: Do doud
Guaite:

Tnterpolstant Erabried foefaut]
Fant casses: Al

Figure 8-11 build DEM menu with g/“orz

Select Port Casses
Crested {naves classified)
chassifiest

o Ground

Bulliting

Lowa Poirt [rnise)

Model Key-point imazs poimt)

Figure 8-10 dense cloud ground class correct points

e/ecf/orz for DTM
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< Model | Orthy

Flgure 8-12 obtained by processing only the ground class points

The DTM excludes the houses, walls, trees.
But it keeps low vegetation, low constructions

Itis not areal DTM as if it was surveyed with a total station and a prism pole, or a LIDAR
drone flight.

The only way to obtain the real DTM by photogrammetry is to have no vegetation at all,
like inaquarry:

This DTM of a quarry is very accurate.

The satellite view is displayed (click

Y
Hap
- o+ Satellite h)

As the model is geolocated, it positions
perfectly in the satellite view. (problem:it is
not possible to select the satellite view
source with version under 2.0 of
metashape)

Figure 8-13 DTM of a quarry
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On this magnified part, see how the “no ground” part are filled: like a stretched canvas
between the points all around.

Under houses, cars, trees.See also that the low vegetation is falsely integrated to the
DTM..

Flgure 8-14 DTM after processing

The same place in the tiled model:

L Mo

Ny

'gue S5 tiled model sho wing all the items remo d by /ass/f/oaon to obtain the DTM
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9. Mullticlassifying a point
cloud

In the previous step the classification concerned only the ground, let’s refine the
classification, to remove only some objects, and maybe get an even better DTM...

Menu tools : dense cloud classify points

Classify Points »
Classes
From: Any dass
To:
V] Ground Select all, or not.
/ High Vegetation
/' Building
./ Road Surface
J Car Confidence vary from O: all points will be
/' Man-made Object C|aSSIerd
To1:a point that cannot be clearly classified will
e [ remain unclassified

Figure 9-1classify points menu

¢ e B KSR NN result: (click dense cloud

oot |G D

classes)
green=vegetation
brown=ground
red=buildings ()
dark=road

light blue=car (1)

light brown=man-made
objects ()

Fligure 9-2 classified points bad result
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Refine it by unselecting “man-
Mmade objects™

° a bit bettenr, particularly
for buildings

° not for cars

o not for the central tree (it

is now a building)

° not for low vegetation

Fligure 9-3 classified points better result, still Not perfect

Please use this classification to obtain a DTM, with ground + road selected:

Brmntere

Source diate Do o
Tty

Invensiaten Erabled jietaut)

B ot o i osa s ==

Sehrare=dd

Figure 9-4 DEM menu with ground and road selected for DTM
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Result on same place:

Badly classified
points appeanr,
we should
manually classify
themin the good
category:

Building

Low vegetation

Global result:

Some errors
have to be
corrected

Fligure 9-5 DTM result with ground and road selected and zoom on details

Next please assign manually the classes to have a more realistic DTM.

Manual classifying;: first display only the ground and road surface points (tools // dense
cloud // filter by class)
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Select Point Classes

Created {never classified)
Unclassified

J | Ground
Low Vegetation
Medium Vegetation
High Vageestian
Building
Lew Point (noisel
Madel Key-point (mass paint)
Water
Rail

J | Road Surface
Cwerlap Paints
Wire - Guard (Shield)
Wire - Conductor (Phase)
Transmission Tower
Wire-structure Connector
Bridge Deck
High Naise
Car
Man-made Object

(o T cons |

Flgure 9-6 point cloud displaying only ground and road surface

Select the points to change:

Once the points are selected, go to

Tools // Dense cloud // assign class
(possible only if the points are previously

From: Any daze
Tor Undassified
“ Created {naver dacsifiad)
Undzszified
’ Ground

Low Vegetation
A Medium Vegetation
High Vegetaton

Low Paint {noise)
Model Key-pont {mass paint)
Viater

Figure 9-8 assignment of the class 'building”to the selected points
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The point disappear from the display because they are no longer in the displayed
classes, so you can work on the entire cloud by comparing to the actual wrong DTM
(toggle between "model” and “ortho”).

Move the model so as to see the points above the
ground:

Here the BBQ wall was classified as ground

And crated a mistake inthe DTM

Figure 9-9 selection of points in a side view

Next re-compute the DEM with selecting only “ground” and “road surface” classes

And the last detail on the DTM becomes:

Figure 9-10 previous DTM zoom on details, how corrected

With a much better global result:

Fligure 9-11DTM result after classification refinement with ground and road selected

Remember: the low vegetation (grass, herbs...) IS the DTMin photogrammetrysoa
REAL DTM wiill only be achieved if there is NO vegetation.
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10. Exporting a digital mocdiel

andl create a vicdeo
10.1 Exportamodel

Export with menu file // export

Choose your convenient 3D export format and
what you need to export.

It all depends on the destination software and the
use of the model. Check what kind of 3D or 2D file
the destination software can open.

e Point cloud: E57 is common, or LAZ
(PDF works but when opening it
with pdf reader it is a bit difficult to
move the point cloud or the model)

e Model:STL is common

e Tiled model:default TLS works

e Orthomosaic: JPG or TIFF or
google maps tiles

Openinaviewer

Eile  Edit  View  Workflow  Medel  Bhote  Ortho  Tools
: B New Ctrl+N b=
" 7 Open.. Ctil+0 =
Append...
B Save Ctrl+5
Save As.. MNorthing (m] Altitude (1
Cloud 2162529.460494 1494774953
FIRISIG IRIRSD 140 ARAAS]
Ecport Points.... "
Import Ecport Model... &
Upload Data... Ecport Tiled Model...
h Ecport Orthomosaic <
1 D4V process pec
Expor: DEM V]
2 facade-nouw merge.psx
Generate Report.. 1]
2 facade-tratemnent. px
]
4 facade.psx Excport Cameras...
]
5 sunradic.psx Export Markers...
Export Ref |
S it pol erence. n
Total Error Export Masks...
Control scale bars Ef i
Check scale bars TR
Ecport Fanorama...
e gepor: orthophotos...
Workspace  Reference TR S
Animation Render Photos... F
] = el aex +t 1 i

Figure 10-1export menu

Example of free viewer: Agisoft viewer (of coursel) but there are many others.

To view any 3D or 2D model: use “add layer”

ecsai agicoft vewervpe
1 ft we

Exit

Mew  Iools

Cirl+N

Ctri+D

Chrie5

- If%si: Fig. 10-2 file menu in Agisoft viewer
s 5
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Move the model by using
the mouse wheel (hold
click to change view, roll to
zoom)

Fligure 10-2 Agisoft viewer

DRONES4VET PROJECT
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10.2 Metashape video recording

One of the most simple ways to present work is to create a video of the
turning model.

It can be shared with anyone !
Simple « turning model » viceo

If settings remain unchanged, a circular path is created along which a
virtual camera is facing the model.

Proceed to record and obtain a 30 seconds MP4 file of the model turning
in the air.

Display the «animation » window at the left down the screen:

Figure 10-3 switch on the animation window
The animation window will appear on lower left

1:Create a new animation

2k ] Bl El ) B o)) & X

EEE OB 00Xt 40« 2:load a camera path
[

St O . v 5 e 3:record a camera path

100 1675568.835050  2162207.227815 171126724 and| 4 play animation in

100 1675622.807604 2162247427059  221.637147 359, metashape main screen

100 1675671.982660 2162316284354  182.849177 335,

| (exceptangle of view)
5: capture animation, makes a MP4 file

6: add the actual main screen view in the path

7: delete a camera position

8 & 9: moves a camera position in the list

10: update the path and the list

1: settings

Move the cursor to see each camera position displayed in the main screen

DRONES4VET PROJECT

! D4V process.psx — Agisoft Metashape Professio

File  Edit Wi

e Workflow Modd

: E ©) Zoomin  Ctrl++ R

- () Zoom Out  Cirle-

] i+ ResetView 0
Capture View

J B P15 "I= Workspace

/| B pis7azy @ Tmelire

2L animation |

/B Pisg03s | ¥ Reference 1

J/ B P136033 . Properties 2

/B P156033 B Photos 21
[

Markars

J ™5
il
il
S 2
/M

Total Error

scale Bars

& Console
Z Jobs

« Toolbar

= g8

Full Screen F11

1675530.730000
1675604.820000

2162457.0440(
216248262704

Distance (m)
Total Error

Contral scale bars

Check scale bars

Workspace  Reference

Animaztion

B = ®

Speed (%) X Y

Animation  Properties

Show or hide Animation pane
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- Click « create » [buttonT] set to “horizontal” and leave the default key frames number

| Bl o Display the camera path and orientation: use

i [ 8 N 44 RE e S onyModel // show/hide items // show

o ks e
Catta Seduetin

: e g animation.

Each coneis a camera position (*key frame”),
linked by a spline (or a straight line if “smooth
camera track” is unchecked, see “settings”
below).

Fligure 10-4 display the path and camera positions

e click “play” [button4] to see the animation
e click “capture” [lbuttonb] to record a MP4 file

In case a different video is needed please click “settings” [buttonl] and

Animation Settings X
Parameters change the duration value
Label: Horizontal . . .
raton - change the field of view, to zoom in and see your
uration (s): . . .
model bigger in the video
Field of view {deg): 30
| Smooth camera track smooth camera track checked in case you move the

camera points of view

Loop camera track

Display Settings loop camera track to close the path

Rotati les: Yaw, Pitch, Roll ,
olaion Snges i PR e angles are the names you prefer to orient the camera

Figure 10-5 animation settings window

NOTA :when the angle of view is modified, the result is not displayed in the main screen
(when press “play”), you can only see it in the MP4 video file.
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Video with a specific camera path

Click “create” and adjust the number of camera positions: The “key frame count”is the
nuMber of position around the Mmodel, linked by straight lines.

The path can be modified by selecting the tip of the cone and moving it.

Setting a specific view in the Model display is also available (with the usual moves of the

mouse) following adding it to the path by clicking the *append” button (=),
Not very easy..

50 key frames (default) : very circular movement.

r@ ' ¥\ 10key frames and "smooth camera track”
i ' unchecked: the movement will not be a real circle
but follow the lines and go “in and out”

Fligure 10-7 camera movement with 10 key frames and no smooth camera track

Record the new video and check the result and so on...
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11. Drawing aplanfroma
model or an orthomosaic

The orthomosaic can be used to produce a plan on a CAD software. Particularly if your

scaling is accurate.

File Edit View Workflow Model Photo Orntho Tools Help

¢l New N [1- .8 - & M e ® @ @ | @

£ ™ Qpen.. Lint S model Ortho  Pl4SCRIz o
e

Append...
¢ @ save Ctrl+5 () Alttude {r
S3e he {2520.46,., 1-19.4??9."
. Claud b jps0zs.. 14958440
IR oo
Impart L Expart Model..,

Uplocad Data... Export Tied Model...

Export IPEG/TIFF/PNG...

1 D4V processpsx .
Expoet DEM » Export Google KMZ.,

2 facade-nowv merge, psx

3 Tacade-iraltementpsx bERerIE REpon Export Google Map Tiles..
4 facade psx Export Cameras. FxportHedbockege.:

5 sunradio.psk Export Markers.. Export METiles..

Export World Wind Tiles.

Exi Export Reference...
it S Expart Tile Map Service Tiles...
1 T
Total Error
Control scale bars Export Texture...

Check scaie bars o

Export Orinophotos..
Convert Images
Rendeér Photos..

Export the orthomosaic in jpeg or tiff
format to use it in a software to draw the
plan.

Use the markers to position the
orthophoto on the right coordinates
before drawing.

Fligure 11-2 worksite plan obtained with the scaled orthomosaic on Autocad
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Figure 6-11 whole tiled model - note the marker’s position still right

Figure 6-12 tiled model defaults on the pool's wire fence

Figure 6-13 tiled model defaults

Figure 7-1orthomosaic processing menu

Figure 7-2 orthomosaic result
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Figure 8-1DEM processing menu

Figure 8-2 DEM result

Figure 8-3 dense cloud cutting in plane view

Figure 8-4 dense cloud cutting in elevation (side) view

Figure 8-5 dense cloud limited to the worksite

Figure 8-6 DEM limited to the worksite

Figure 8-7 dense cloud classification menu

Figure 8-8 dense cloud ground class points

Figure 8-9 dense cloud ground class points seen close : walls are in the wrong class

because of the “Im max distance” set

Figure 8-10 dense cloud ground class correct points

Figure 8-11 build DEM menu with ground selection for DTM

Figure 8-12 obtained by processing only the ground class points
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Figure 8-13 DTM of a quarry
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Figure 8-14 DTM after processing

Figure 8-15 tiled model showing all the items removed by classification
to obtainthe DTM

Figure 9-1classify points menu

Figure 9-2 classified points bad result

Figure 9-3 classified points better result, still not perfect

Figure 9-4 DEM menu with ground and road selected for DTM

Figure 9-5 DTM result with ground and road selected and zoom on details

Figure 9-6 point cloud displaying only ground and road surface

Figure 9-7 rectangle selection of some badly classified points

Figure 9-8 assignment of the class “building” to the selected points

Figure 9-9 selection of points in a side view

Figure 9-10 previous DTM zoom on details, now corrected

Figure 9-11DTM result after classification refinement with ground and road selected...
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